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ABSTRACT 

Rivers State of Nigeria Monthly Allocation is hereby modelled using seasonal 
autoregressive integrated moving average (SARIMA) techniques.  The period 
covered is from 2007 to 2012. This realization shall be called RSMA. Its time 
plot shows a fairly horizontal trend. An outlier is evident in June 2008. 
Seasonality is not obvious from this time plot. An inspection of the data 
reveals that yearly minimums tend to occur early in the year and the 
maximums in the middle of the year. This means that the data are fairly 
seasonal of period 12 months.  A 12-monthly differencing of RSMA yields 
the series SDRSMA which has a generally horizontal trend too.  Augmented 
Dickey Fuller Test for RSMA is significant whereas that for SDRSMA is highly 
significant. That means that even though both series could be said to be 
stationary, SDRSMA is the more stationary.  The autocorrelation structure of 
SDRSMA makes the SARIMA models of orders (0, 0, 1)x(0, 1, 1)12 and (0, 0, 
1)x(1, 1, 1)12 suggestive for RSMA. The estimate of the former is non-
invertible whereas that of the latter is not only invertible but possesses 
uncorrelated residuals that follow the normal distribution; hence, its 
adequacy.  
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INTRODUCTION 
The Rivers State of Nigeria like every other state receives monthly allocation from the 
Federation Account. The focus of this write-up is obtaining an adequate model which could 
be used in forecasting future values of the allocation. In particular, a seasonal 
autoregressive integrated moving average (SARIMA) approach shall be adopted. Many 
economic and financial time series, apart from being volatile, are seasonal. Box and Jenkins 
(1976) proposed SARIMA models for such series. Observation has been made herein that 

mailto:ettetuk@yahoo.com
mailto:ettehetuk@gmail.com


 

43 
 

Journal of Physical Science and Innovation Volume 6, No. 2, 2014 

the particular realization analysed shows some seasonal tendencies of annual periodicity. 
There has been a growing interest in the adoption of SARIMA techniques in modelling such 
time series. A few of the researchers who have published works on SARIMA modelling 
include Appiah and Adetunde (2011), Etuk and Igbudu (2013), Osarumwense(2013), Bako 
et al.(2013), Singh (2013), Ali(2013), Abdul-Aziz et al.(2013), Etuk et al. (2012), Lee et 
al.(2012).    
 
MATERIALS AND METHODS 
The data for this work are seventy two values of Rivers State Monthly Allocation (RSMA) 
from 2007 to 2012 obtainable from the Rivers State Ministry of Finance, Port Harcourt. The 
actual values used in the analysis are corrected to the nearest tenth million of naira. 
 
 
Sarima Models 
A time series {Xt} is said to follow an autoregressive moving average model of orders p and 
q designated ARMA (p,q) if it satisfies the following difference equation 
Xt - 1Xt-1 - 2Xt-2 - ... - pXt-p = t + 1t-1 + 2t-2 + ... + q t-q    (1) 
 
Where ’s and the ’s are constants such that model (1) is both stationary and invertible. 
Model (1) may be written more specifically as 
 
A(L)Xt = B(L)t         (2) 
 
Where A (L) = 1 - 1L - 2L2 - ... - pLp and B (L) = 1 + 1L + 2L2 + ... + qLq and L is the 
backshift operator defined by LkXt = Xt-k. Stationarity and invertibility conditions are such 
that the zeros of A (L) = 0 and B(L) = 0 lie outside the unit circle respectively. 
 
Many real-life time series are not stationary. For such a time series, Box and Jenkins(1976) 
proposed that differencing of sufficient order d could render it stationary. That means, the 
series {dXt} is stationary. Here the symbol  is the difference operator defined by  = 1 – 
L. If the dth difference {dXt} follows an ARMA(p,q) model then {Xt} is said to follow an 
autoregressive integrated moving average model of orders p, d and q designated ARIMA(p, 
d, q).  
 
If a time series {Xt} is seasonal in nature, Box and Jenkins (1976) also proposed that it could 
be modelled more specifically by 



Modelling Rivers State Monthly Allocation by Seasonal Box-Jenkins Methods 
 

44 
 

  
A(L)(Ls )d s

D  Xt = B(L)(Ls )t       (3) 
 
Where (L) and (L) are the seasonal autoregressive and moving average operators 
respectively and s is the period of seasonality. Here s

D is the seasonal difference operator 
and is defined by s

D = 1 – Ls.   Suppose they are respectively polynomials of orders P and Q, 
then model (3) is said to be a multiplicative seasonal autoregressive integrated moving 
average model of orders p, d, q, P, D, Q and s designated SARIMA(p, d, q)x( P, D, Q)s .   
 
Sarima Model Fitting 
The fitting of a model of the form (3) begins with the determination of the orders p, d, q, P, 
D, Q and s. Knowledge of the theoretical properties of the ARMA model family is necessary 
for this purpose. The seasonality period s might be directly suggestive from the seasonal 
nature of the time series. The autocorrelation function (ACF) may be useful in the 
determination of s: the ACF of an s-periodic seasonal series shows a sinusoidal pattern of 
the same periods.   
 
The differencing orders d and D are chosen such that d + D < 3. Often for stationarity that 
is enough.  At each stage stationarity might be tested using a technique like the Augmented 
Dickey-Fuller (ADF) Test. The autoregressive orders p and P are usually estimated by the 
non-seasonal and seasonal cut-off lags of the partial autocorrelation function (PACF) 
respectively. Similarly the moving average orders q and Q are determined by the non-
seasonal and the seasonal cut-off lags of the ACF. After order determination the model 
parameters might be estimated by non-linear optimization techniques like the least error 
sum of squares technique. In this write-up the statistical and econometric software Eviews 
7 which is based on the least squares procedure shall be used. To choose between models 
the Akaike Information Criterion (AIC) may be used. Etuk (2009) empirically demonstrated 
that AIC is one of the order determination criteria for full-order auroregressive modelling. 
 
RESULTS AND DISCUSSIONS 
The time plot of RSMA in Figure 1 reveals a generally horizontal trend. Seasonality is not so 
obvious. There is an outlier at June 2008. It is observed not on the time-plot but by direct 
inspection that the yearly minimums occur in the first four months of the year. For 2007 it 
is in January; 2008 February; 2009 April; 2010 April; 2011 February; 2012 January. 
Similarly the maximums occur between March and July; 2007 May; 2008 June; 2009 
March; 2010 May; 2011 July; 2012 March. These tendencies are evidence of seasonality.  It 
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was therefore necessary to difference the time series seasonally. This yielded the series 
SDRSMA. The time plot of SDRSMA in Figure 2 shows a generally horizontal trend. The ADF 
Test statistic for RSMA and SDRSMA are equal to -3.19 and -4.34 respectively. With the 1%, 
5% and 10% critical values equal to -3.53, -2.90 and -2.59 respectively, the non-
stationarity hypothesis test is highly significant with SDRSMA and just significant and not 
highly so, for RSMA. This means that at I% level of significance RSMA might not be 
considered stationary whereas SDRSMA would be. The correlogram of SDRSMA in Figure 3 
indicates seasonality of period 12 months and the presence of a seasonal moving average 
component of order one. Moreover, the autocorrelations at lags 11 and 13 are comparable, 
suggesting a SARIMA(0, 0, 1)x(0, 1, 1)12 model for RSMA. The significant spike at lag 12 in 
the PACF suggests the involvement of a seasonal autoregressive component of order one. In 
conjunction with the ACF structure this indicates a SARIMA (0, 0, 1)x(1, 1, 1) model for 
RSMA. This model as estimated in Table 1 is given by 
 
SDRSMAt = t + .2127t-1 - .9742t-12 - .2387t-13 
 
Which is non-invertible and therefore unacceptable. The other model, the SARIMA(0, 
0,1)x(1, 1, 1)12, as estimated in Table 2, is given by 
 
SDRSMAt + .3110SDRSMAt-12 = t + .3998t-1 - .3343t-12 - .8888t-13   (4) 
 
Model (4) has been found to be adequate on the following grounds: 

1) The residuals are mostly uncorrelated. See Figure  4. 
2) The residuals are normally distributed. See the Jarque-Bera test of Figure 5.  

 
 
CONCLUSION 
It may then be concluded that Rivers State Monthly allocation follows a SARIMA(0, 0, 1)x(1, 
1, 1)12 model. This might be used as basis for its forecasting.         
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FIGURE 3:  CORRELOGRAM OF SDRSMA 

 
TABLE 1: ESTIMATIOM OF SARIMA (0, 0, 1)X(0, 1, 1) MODEL 
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TABLE 2: ESTIMATION OF THE SARIMA (0, 0, 1) X (1, 1, 1)12 MODEL 
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FIGURE 4: CORRELOGRAM OF SARIMA (0,0,1)X(1,1, 1)12 MODEL RESDIDUALS 

 
 
 
 

 
FIGURE 5: HISTOGRAM OF SARIMA (0, 0, 1)X(1, 1, 1)12 RESIDUALS 
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