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INTRODUCTION

In the assessment of the health and nutritional status of communities,
body weight is found to be a good index and it is composed of skeleton,
muscle and fat. Best set of anthropometric variables reflective of
skeleton, muscle and fat that can be utilized in a meaningful way in
place of body weight could be traced This is possible through the so-
called variable selection regression models, viz step- up, step —down
and step- wise. Earlier studies have indicated that in case of pre-
school children, step —up and step — down regression models have
yielded similar results. However, comparative studies on all the three
regression models are rare and there is a need to detect the agreement

of the result for the three models.

DATA UTILIZED

The anthropometric data utilized for this purpose consists of height,
weight, head, chest, arm and haemoglobin. All the variables have been
standardized by taking them as parentages of the international

standards.
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MATERIALS AND METHODS

Multiple linear regression model is an ideal multivariate statistical

model to study the relationship between a response variable and

number of explanatory or predictor variables by the following model
Y=-XB+e 1

Where Y is a n x 1 column vector of response variable, X is n x p
matrix of p predictor variables of n observations and e is a random

error of n x1 dimension associated with Y vector.

The unknown vector estimated, as a solution of the normal equations
defined by

AN

B- (X'X) ' XY 2

TESTING OF HYPOTHESIS
To examine that, B;= B, =... By= B. the variance —covariance matrix as

given by Draper and Smith (1981).

AN

V) -xXx) o’ 3

Is utilized and an unbiased estimate of variance, c* is calculated by
N2 Q7 ”
o - YY B’ YY 4
n-p-1
With (n-p-1) degrees of freedom
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TEST FOR MULTIPLE CORRELATION COEFFICIENT
To test hypothesis that the multiple regression equation is a good one,
the multiple correlation coefficient R or coefficient of determination R*

is computed as follows.

R? - p’ X’Y-nY2 5
Y’Y-nY2
and it is tested with the variance ratio test, where
R® n-p-1~F, 4 6
1R p

is F distribution statistic with p, n-p-1 as degrees of freedom? If this
statistics is higher than the F value at 5 per cent level or 1 per cent
level for (pn-p-1) degrees of freedom, value of R* is taken as
significant and the model is a best fit one. Value of R ranges from O to
1. Higher the value and closer to the ideal value of’1’, better is the

model, we have.

STANDARDIZED AND UNSTANDARDIZED REGRESSION
COEFFICIENTS

By using equation (1), unstandardized regression coefficients can be
derived,. However, by eliminating (3, the standardized regression
equation can also be worked out. The latter is very useful in knowing
the relative importance of each of the predictor variables, the higher
the magnitude of the coefficient, it has, and the greater is its
contribution. These coefficients will follow normal distribution with

zero mean and unit variance.
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METHOD FOR SELECTION OF PREDICTOR VARIABLES
The following methods are generally useful (Draper and Smith, 1981,
Visweswara Rao et al 1979) for the selection of best set of predictor

variables.

BACKWARD ELIMINATION (STEP -DOWN MEHOD)
PROCEDURE
The backward elimination method which is also known as step- down
method, is more economical than all possible regression methods as it
tries to examine only the “best” regressions containing certain number
of variables. The basic steps for this method are as follows;
i. A regression equation containing all the variables is computed.
ii. The partial F- test value is calculated for every predictor variable.
iii. The lowest partial F- value, say, F; is compared with a preselected
significance level F, say,

a. If |, < F, the variable X; is removed, and the regression

equation is recomputed with remaining variables
b. If F, > F, further calculations are stopped and the latest

regression equation is taken as the final equation.

FORWARD SELECTION (STEP- UP METHOD) PROCEDURE

This procedure which is also known as step- up method, involves more
computational effort than the backward elimination procedure. In the
first step, the explanatory variable, which has the highest and
significant simple correlation with the response variable is selected.
Then the partial correlation coefficients of the response variable with
other variables after including the first variable are calculated, and the
variable that has the highest and significant partial correlation

coefficient is selected. Again, the partial correlation coefficient of other
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variables are computed and the variable with highest and significant
partial correlation coefficient is selected and the procedure is repeated.
The computations are continued as long as the R* value increases
significantly or the F value associated with the new variable to be

introduced is greater than a specified value with consideration.

STEPWISE REGRESSION PROCEDURE

The forward selection procedure has one drawback. A variable which
is regarded as the best variable at an early stage may be superfluous at
a later stage. In stepwise method, variables are entered into the model
using forward selection procedure. At every stage, after selecting a
variable, the F values for the variables already selected are calculated
and any variable that is superfluous is deleted as explained in step-
down regression model. Thus, at each stage, the forward selection
procedure is used to decide which variable to include and backward
elimination procedure is used to decide which variable to include and
backward elimination procedure is used to decide which variable to

eliminate.

In order to compare the agreement between the three types of models,

the following regression equations have been fitted using the three

types of regression procedures, viz step- up, step- down and stepwise

for both boys and girls separately and the result are presented in tables

1toe.

Response variable predictor variables

Weight (%) Height (%), weight for height (%), head (%)
Chest (%), arm (%) and haemoglobin (%)
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From table 1, it is observed that in the step- up regression model, when
weight (%) was regressed with other anthropometric variables for boys,
in the first step, height (%) was included in the model with R*- 0.535, F
- 302.36 for (1,263) degrees of freedom. In the second step, the
variable weight for height (%) and in third step, head (%) were
included though the contribution of the third variables head (%) is
negligible. Thus, the final regression model is obtained in terms of just
three variables, viz height (%), weight for height (%) and head (%).

In case of step —down regression model for boys (table2), when weight
(%) was regressed with other anthropometric variables, in the first step
all the variables were included in the analysis. The R* value of the
model is quite high 0.979 and F value quite significant 2015.53 for
(6,258) degrees of freedom.

In step 2, the variable chest (%) was eliminated, the difference in R
value with the previous value is nil and there is an increase in F value.
In the next two steps, variables hemoglobin (%) and arm (%) were
eliminated and the final model was obtained in terms of height (%) ,
weight for height (%) and head (%). Both the standardized and
unstandardized regression coefficient, R* value, F value, etc were found

to be exactly the same as those obtained in step- up model

From table 3, it is observed that in the case of stepwise regression
model for boys, when weight (%) was regressed with other
anthropometric variables, height (%) was picked up in the first- step
and R” value was only 0.535. In the second step, weight for height (%)
was also included and a good model could be obtained with R* = 0.978
and F- 5954.45 for (2,262) degrees of freedom (p<0.01). One more



Journal of Physical Science and Innovation Volume 9, No. 4, 2017

variable head (%) was included in the third step increasing the R* value
slightly to 0.979 and decreasing the F value to 4015.85 for (3,261)
degrees of freedom. Since the increase in the R* value is marginal, the
equation at step 2 is good enough to all practical purpose. This solution
was found to be exactly same as the solution obtained from step- up

and step- down models.

In fact, it is observed that in this example, all the three models, viz step
— wise, step- up and step- down gave the same parameter estimates, R*

values and F values.

In the case of girls also all the three models, viz step — up, step- down
and stepwise models gave the similar results as given in tables 4 to 6.
Thus, all the three models have identified height (%)
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Table 1. results of step — up model using weight (%) as response

variable and other anthropometric variables as predictor variables —

boys (1-5yrs)

Response Predictor Step B Beta R* F Df
Variable Variable No
Weight (%) Height (%) 1 1.182 0.731 0.535 302.36* 1,263
Const -34.138 -
Weight (%) Height (%) 2 1.417 0.878 0.978 5954.45* 2,262
Wrtht (%) 0.894 0.682
Const. - -
134.058
Weight (%) Height (%) 3 1.429 0.884 0.979 4015.85* 3,261
Wrtht (%) 0.899 0.686
Head(%) -0.054 -0.019
Const. - -
130.022

*p< 0.01 Wtht-weight for height (%);
Head (%) - head circumference (%)

B- Unstandardized regression coefficient, Beta- standardized regression coefficient.
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Table 2. Results of step- down model using weight (%) as response
variable and other anthropometric variables as predictor variables —

boys (1-5yrs).

Response Predictor Step B Beta R* F Df
Variable Variable No
Weight (%) Height (%) 1 1.439 0.890 0979 2015.53* 6,258
Wrht(%) 0.910 0.694
Head (%) -0.038 -0.013
Chest(%) -0.021 -0.008
Arm(%) -0.025 -0.015
HB(%) -0.006 0.011
Const -128.444 -
Weight (%) Height (%) 2 1.432 0.886  0.979 2423.23* 4,260
Wrht (%) 0.906 0.691
Head(%) -0.041 -0.015
Arm(%) -0.026 0.015
HB(%) -0.006 -0.011
Const. -129.111
Weight (%) Height (%) 3 1.431 0.885 0.979 3024.47* 4,260
Wrtht (%) 0.903 0.689
Head(%) -0.046 -0.016
Arm(%) -0.024 -0.016
Const. -129.032
Weight (%) Height(%) 4 1.429 0.884 0.979 4015.85* 3,261
Wrtht(%) 0.899 0.686
Head (%) -0.054 -0.019
Const -130.022

*p< 0.01; head(%)- Head circumference (%); Arm (%) - Arm circumference (%); HB -
Hemoglobin level (%) B - unstandardized regression coefficient, beta- standardized

regression coefficient.
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Table 3 results of stepwise model using weigth (%) as response variable

and other anthropometric variables as predictor variables —boys (1-

Syrs)
Response Predictor Step B Beta R* F Df
Variable Variable No
Weight (%) Height (%) 1 1.182 0.731 0.535 302.36* 1,263
Const -34.138 -
Weight (%) Height (%) 2 1.417 0.878 0.978 5954.45% 2,262
Wrtht (%) 0.894 0.682
Const. - -
134.058
Weight (%) Height (%) 3 1.429 0.884 0.979 4015.85* 3,261
Wrtht (%) 0.899 0.686
Head(%) -0.054 -0.019
Const. - -
130.022

*0< 0.01. B - unstandardized regression coefficient;

Beta- standardized regression coefficient.

10
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Table 4 results of step- up model using weight (%) as response variable

and other anthropometric variables as predictor variables- girls (1-

Syrs)
Response Predictor Step B Beta R* F Df
Variable Variable No
Weight (%) Height (%) 1 0.962 0.649 0.421 160.09* 1,220
Const -15.048 -
Weight (%) Height (%) 2 1.315 0.887 0.943 1806.09* 2,219
Wrht (%) 0.807 0.760
Const. - -
117.400
Weight (%) Height (%) 3 1.278 0.862 0.945 1257.36* 3,218
Wrht (%) 0.789 0.743
Head(%) 0.159 0.056
Const. - -
128.637

*p< 0.01, B - Unstandardized regression coefficient, Beta - Standardized regression

coefficient

Based on the above studies the following conclusions are made

L When weight (%) was regressed with other anthropometric variables using
multiple linear regression model, very good prediction equations could be
derived.

1 Among the many predictor variables, weight for height (%) and height (%) were
found to be the most important combination of variables, a resulf similar fo that
observed by Visweswara Rao and colleagues (1976,1979,1986), in case of poor
and well-to-do families. This was found fo be true in the case of boys as well as

girls.

11
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Table 5 results of step —down model using weight (%) as response
variable and other anthropometric variables as predictor variables —

girls (1-5yrs)

Response Predictor Step B Beta R* F Df
Variable Variable No
Weight (%) Height (%) 1 1.294 0.873 0.948 555.59* 6,214
Wrht(%) 0.801 0.754
Head(%) 0.189 0.067
Chest(%) -0.063 -0.034
Arm(%) 0.011 0.023
HB(%) 0.013 0.006
Const - -
128.094
Weight (%) Height (%) 2 1.298 0.875 0.978 650.42* 5215
Wrht (%) 0.805 0.758
Head(%) 0.190 0.068
Chest (%) -0.059 -0.032
HB(%) 0.013 0.039
Const. - -
128.156
Weight (%) Height (%) 3 1.281 0.864 0947 77717 4216
Wrtht (%) 0.791 0.745
Head(%) 0.150 0.053
HB(%) 0.014 0.041
Const. - -
127.429
WEIGHT Height (%) 4 1.278 0.862 0.945 1257.36* 3,218
Wrht (%) 0.789 0.743
Head(%) 0.159 0.056
Const - -
128.637

B=- Unstandardized regression coefficient, Beta= standardized regression coefficient.
1ii. The three regression models step- up, step —down and step — wise have given similar
results in boys as well as girls (Agreement between these procedure have been found also

good with small as well as laige samples (Chapter 42).

12



Journal of Physical Science and Innovation Volume 9, No. 4, 2017

Table 6 results of stepwise model using weight (%) as response variable

and other anthropometric variables as predictor variables —girls (1-

Syrs).
Response Predictor Step B Beta R* F Df
Variable Variable No
Weight (%) Height (%) 1 0.962 0.649 0.421 160.09* 1,220
Const -15.048 -
Weight (%) Height (%) 2 1.315 0.887 0.943 1806.21* 2,219
Wrht (%) 0.807 0.760
Const. - -
117.400
Weight (%) Height (%) 3 1.278 0.862 0.945 1257.36* 3,218
Wrht (%) 0.789 0.743
Head(%) 0.159 0.056
Const. - -
128.637

*»<00l. B - Unstandardized regression coefficient, Beta- standardized regression

coefficient.

LGy — Leg circumference at age 9 (cm)
STy — A composite measurement of strength at age 9 (high values - stronger).
WT,s- Height at age 18
LG, s- Leg circumference af age 18
ST, — Strength at age 18
SOMA- Somato type, a seven point scale, a measure of fatness (1 slender, 7- fat),
determined using a photograph taken at age 18.
Data for 26 boys and 32 girls are given in table 41.7 respectively (the complete study
consists of larger sample sizes and of more variables
For both boys and girls obtain the following model.
SOMA=B o+ P 1 +HT o+ P2 WTp+ BsHT 9+ B WTy+ B 55T9+e
And fry fo trace the best set of variables by all the three types of models would yield the same

type of results or not.

13
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Table 7. Anthropometric measurements of children adolescents by age
and sex
BOYS

1D WT, HT, WTy HT, LGy STy WT,s HT,s LG;s STig SOMA
No

201 136 902 415 316 316 740 1102 179.0 441 2260 7.0
202 127 914 310 1443 260 730 794 1951 36.1 2520 4.0
203 126 864 30.1 1365 266 640 763 1837 369 2160 6.0
204 148 876 34.1 1354 282 750 745 1787 373 2200 3.0
205 127 86.7 245 1289 242 630 557 1715 310 2150 1.5
206 119 881 298 1360 267 770 682 1725 39.1 1520 3.0
207 115 822 260 1285 265 450 782 1725 391 1520 6.0
209 132 838 30.1 1332 276 700 665 1746 373 1890 4.0
210 169 910 379 1456 290 610 705 1904 339 1830 3.0
211 127 874 270 1324 260 740 573 1738 333 1930 3.0
212 114 84.2 259 1337 258 680 0503 1726 3l.c 2020 3.0
213 142 884 31.1 1383 272 590 708 1852 36.6 2080 4.0
214 172 877 346 1346 306 870 737 1784 392 2270 3.0
215 137 896 346 1390 289 710 752 1776 368 2040 25
216 142 914 431 1460 324 980 83.1 183.5 380 2260 4.0
217 159 900 332 1332 285 820 743 1781 378 2330 25
218 143 864 30.7 1332 273 730 722 1770 365 2370 20
219 133 900 3l 1303 275 680 886 1729 404 2300 7.0
221 138 914 334 1445 270 920 759 1884 365 2500 1.0
222 113 813 294 12564 277 700 656 180.2 357 2360 3.0
223 143 906 30.2 1358 267 700 656 1802 354 1770 4.0
224 134 922 31.1 1399 272 630 664 189.0 353 1860 4.0
225 122 871 276 1368 258 730 0590 1824 335 1990 3.0
226 1569 914 323 1406 279 690 681 185.8 34.2 2270 1.0
227 115 89.7 290 1386 246 610 677 180.7 343 1640 4.0
228 142 922 314 1400 282 740 685 1787 370 2190 20

GIRLS

331 126 838 330 135 290 570 712 1696 388 1070 6.0
334 120 862 342 1370 273 440 582 1668 343 1300 5.0
335 109 &5.1 281 1290 274 480 560 1571 378 101.0 5.0
351 127 886 275 1394 257 680 6405 181.1 342 1490 40

14
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352 11.3 83.0 239 1256 245 220 530 1584 324 1120 5.0
353 11.8 889 322 137.1 282 590 524 1656 338 1360 4.0
354 154 897 294 1336 266 580 568 166.7 327 1180 45
355 109 81.3 220 1214 244 440 492 1565 335 1100 4.0
356 132 887 288 1336 265 580 556 1681 341 1040 45
357 143 883 388 134.1 31.1 570 778 1653 398 1380 6.5
358 11.1 85.1 360 1394 282 640 696 163.7 386 1080 5.5
359 136 914 313 1381 276 640 562 1737 342 1340 3.5
361 135 86.1 333 1384 294 730 649 1692 367 1410 5.0
362 163 940 362 1395 280 520 593 1701 328 1220 45

15
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1D WT, HT, WTy HT, LGy STy WT,s HT;3 LG;gs STig SOMA
No

364 10.2 822 234 1298 226 600 498 164.2 300 1280 4.0
365 126 882 338 1448 283 1070 626 1760 358 1680 5.0
366 129 875 345 1389 305 620 ©66.6 1709 388 1260 5.0
367 133 886 344 140.3 312 880 653 169.2 390 1420 5.0
368 134 86.9 382 1438 298 780 659 1720 357 1320 5.5
369 127 864 31.7 133.6 275 520 590 163.0 327 1160 5.5
370 122 809 26.6 1235 272 400 474 1545 322 1120 4.0
371 154 90.0 342 1399 291 710 604 1725 357 1370 4.0
372 1277 940 277 136.1 26.7 300 563 1756 340 1140 3.0
373 13.2 89.7 285 1358 255 760 61.7 1672 355 1220 4.5
374 124 864 305 1319 286 590 524 164.0 348 121.0 5.0
376 134 864 39.0 1309 293 380 584 1616 33.0 1070 6.5
377 106 818 250 126.3 250 500 528 153.6 334 1400 5.0
380 127 914 298 1355 270 570 674 1735 345 1230 5.0
382 11.8 886 270 1340 265 540 563 1662 362 1350 4.5
383 133 864 414 1382 325 440 828 1628 425 1250 7.0
384 13.2 940 416 1420 310 560 681 1686 384 1420 55

385 159 &892 424 1408 326 740 631 1692 379 1420 55

And weight for height (%) as the most important variables. All the three
models have picked up head (%) variable also, even though it is not
significant. The R” value is 0.945 and the associated F value for (3,.218)
df is 1257. 36, which is highly significant (p<0.01) tables 4 to 6

NOTE

ID NO - Identification number
WT, - Weight at age 2 (kg)
HT, - Height at age 2 (cm)
WTy -Weight at age 9

HT, - Height at age 9

16
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SUMMARY

Stepwise, step-down and step-up procedure provided similar results in
the selection of predictor variable. Height with weight for height (%)
was found best for use in place of weight for the nutritional status of
children.
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